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Three black-box transformations for all

Formalizing “user impacts”: APC & FOC achievable monotonicity guarantees

Recommendation systems rely on feedback

from users to learn about their preferences
over content. APC (Arm Pull Count) for i : E[ZtE[T] 1[i; = l]] For any no-regret (stochastic) bandit algorithm with regret R ;¢

“ n u “How often is content shown to users?”
FOC (Feedback Obs. Ct.) for i : E|Y,ciry 1lie = il - X;, ¢]
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Can some societal impacts of online “How often do users give feedback?” blocks AL \ToT)
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. . e . . . Irst time teedback Is mlnfl
of feedback across pieces of content? Monotonicity: does increasing an arm’s f; increase observed l
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» Fixaninstance J. Considerinstance 3, which is
identical except for f;, which is increased on J.

e ! * The algorithm is (e.g.) positive monotonic in APC  +Improved regret for BBPUll+AAE/UCB: 0 ( \/T In(T) Yieqxy %)
Frobabilistic feedbacicon an ontine itAPC(J) > APC(J). + Strict monotonicity for BBPull+AAE and BBDA+AAE

f* is atunable parameter between (0, min; f;]. The = symbol indicates approx. balance.

platform: a simple model

Takeaway: wide range of monotonicity properties

| . , . Example: “own-group” content and APC are achievable while preserving low regret!
Bandit algorithm Platform’s recommendation
algorithm * fiishigherfor content thatis produced by
W AT K pieces of content items “similar” people (demographics, ideology) 3-Phase EXP3: adversarial losses + no-regret
£;: “loss” of anarm i “quality/utility” of content ( * Positive monOtO.ni?ity In APC means users see at the cost of monotonicity control
fi: “feedback probability” of |likelihood of observing £; when content from “S|m|lar.” people more often - Standard EXP3 incurs linear regret when f; # 1
armm i tem i is recommended related to problems like "echo chambers” g i '

3-phase EXP3 (below) achieves regret O (\/T In K Zie[l{]% )

Forroundst=1,2,...T:

. tThe algorith mdpicks one item i; from the set of items [K] / \ - xpa Improvement over previous work on MAB + feedback
O recommen . . -phase
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« With probability f;, observe the loss ¢; * |dentify relationships t?etween content.anq orobability estimate of f;
feedback — and what kinds of monotonicities Phase 2: Obtain
_ are desirable unbiased estimate of f; 2 g
Standard measure of performance is regret: Phase 3: Run standard
 More generally, should formalize & track ) 2
] _ Z EXP3, with hp est. to set
R(T) — ]E 2 fit,t - mln]E[K]]E z {J}t ["r]eas’t"l re.S .Of performa.rlce b.eyond lea rr]ing rate and 2O rm 1 Feedback Probability 20 arm 1 Feedback Probability
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LtE[T] : \ probabilistic feedback / unbiased loss estimator Left: £1=0.9, £3=0.1. Right: £1=0.1, £3= 0.9




